
 

 

 

 

12 
 

International Journal of Formal Sciences: Current and Future Research Trends 
(IJFSCFRT) 

ISSN:  2790-7945 

© International Scientific Research and Researchers Association 

https://ijfscfrtjournal.isrra.org/index.php/Formal_Sciences_Journal/index 

A Model for Face Recognition using EigenFace Algorithm 

Vincent Mbandu Ochango*
 

Murang’a University of Technology, 75, Murang’a and 10200, Kenya 

Email: ochangovincent@gmail.com 

 

 

Abstract 

The use of a computer to recognize a person by the means of their face is what is known as face recognition in 

artificial intelligence. The term biometrics is an umbrella term that includes face recognition as well as 

signature, fingerprint, eye scanning, gait, and palm print recognition. The principal component analysis 

technique was used in this paper to extract distinctive features from the faces which are matched with other 

faces stored in the database and predictive results indicated which faces were recognized and the ones that were 

not recognized. The accuracy of these techniques was calculated and the principal component analysis 

technique was found to be 86.3636% accurate and it was concluded that the technique performs better when it 

comes to face recognition.  
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1. Introduction  

Nowadays problems are being solved in the field of computer vision such as medical imaging, surveillance, and 

face recognition through various techniques. This research aims to highlight the application of linear algebra in 

the field of computer vision and face recognition. Computer Vision is the same way people use their eyes and 

brains to sense and see the world. It uses algorithms to analyze and understand images and be able to classify 

images based on the information it has collected from images [1]. Linear Algebra is a concept that has been 

used in this paper since the techniques used for face recognition mostly use the concept of linear Algebra. The 

concept is widely used in the field of computer vision specifically in the area of face recognition. This report 

presents the idea of face recognition using Eigen and fisher’s faces and gives the basic idea of applications of 

linear algebra in the field of computer vision. The scope of this work is, to work on a technique to detect or 

recognize faces by using the method of Eigen and Fisher’s faces. This is a very well-formulated application of 

linear algebra in the field of computer vision [2]. 
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The researcher applied face recognition technique to the face dataset, the dataset was divided into training and 

testing. The training dataset consisted of 60 faces while the testing dataset consisted of 44 faces. Both the faces 

for the training and testing dataset consisted of images of pgm file extension. The researcher first tried 

dimensionality reduction techniques on the dataset using principal component analysis (PCA) and linear 

discriminant analysis (LDA). The research visualized and explored the spectrum of uncovered Eigen and 

Fisher’s faces. The research then explored the effect of varying parameters and compositions of different 

techniques on overall facial recognition performance, including varying the number of eigenvectors such as 

limiting eigenvectors, removing top eigenvectors found in PCA, comparing PCA, LDA, and dimensionality 

reduction in terms of accuracy and classification performance [3]. 

2. Related Work 

Security concern is one of the major issues that need a lot of research hence this has motivated a lot of research 

in face recognition to be able to identify people easily. Different techniques are being used for extracting 

features from faces and be able to use these features to identify and classify faces uniquely. An experiment of 

face recognition techniques is what is being studied in this research to be able to recommend the technique to be 

used based on the experimental results. Some of the face recognition techniques widely used in the field of 

computer vision include Eigen Faces, Fisher’s Faces, Neural Network, Dynamic Link Architecture, Hidden 

Marvok Model, Geometrical Feature Matching, Template Matching, etc. 

The most widely used face recognition technique is Eigen Faces which is also known as the Principal 

Component Analysis method. According to Sirovich 2019, Eigen Faces is a method that is used to extract only 

relevant features from faces and these relevant features are the ones that are used to reconstruct faces [4]. 

Petland in 2017 obtained 85% right categorization of faces by using Eigenfaces. The method usually extracts 

features from the face and the resultant features are in the form of the feature vectors hence it is considered as 

the principal component. The covariance matrix is the one that is usually used to generate the feature vector that 

is used to represent the face. The feature vectors are known as the Eigen Vectors are the ones that are usually 

used to differentiate one image from another. In 2014 Petland et al attained recognition of 0.95 on the PERET 

image dataset which had 7562 images. The experiment used a less sensitive approach of extracting Eigen 

features from eyes, cheeks, mouth, and nose and using the features for face recognition unlike the other method 

of using Eigen Faces [5]. 

Neural Network is one of the methods that is used in face recognition, Sung et al in 2015 used Convolution 

Neural Network and Multilayer Perceptron for face recognition. In their experiment, they used 400 images for 

the ORL database and they achieved a face recognition rate of 0.962 with Convolution Neural Network. 

According to their experiment, it took 0.5 seconds to extract features from the dataset and training the model 

from the features extracted from the training dataset took four hours [6]. 

The hierarchy of computer vision would be a four-staged process as shown below 
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Figure 1: Hierarchy of Computer Vision 

The approaches have been made in many different ways to perform the task of face recognition like the one 

where automated face recognition is used. These methods of performing the task of face recognition, each one 

has their advantages and disadvantages. It is our part to choose the best available method. 

 

Figure 2: Face Recognition Approaches 

The face Recognition technique can be done by considering the variation of one face of a person from the face 

of the other person in terms of ratio and that is what exactly Fisher’s face method does. Methods used to 

recognize faces have weaknesses and advantages hence face recognition is usually affected by certain factors 

that in turn affect the performance of these techniques. Furthermore, accuracy usually varies depending on some 

face recognition techniques, and the best way one can try to reduce these factors that affects face recognition is 

to use the hybrid approach [7]. 
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3. Methodology 

3.1 Data Collection and Preprocessing 

The face dataset consisted of 104 images and training dataset consisted of 60 images and the testing dataset 

consisted of 44 images and the image were of type PGM since they were edited using adobe photoshop. The 

image dataset was used as a secondary dataset obtained from Github. To read the images we used anaconda IDE 

that supports python programming language to import imread library from matplotlib.image.  

3.2 Train/Test Split 

The researcher used an image dataset that was split into two partitions: train and test, housed in different folders 

to ensure that our test sets are untainted by downstream processing. It was ensured that the training and test sets 

are sampled from the same distribution by taking an equal proportion of samples from each folder.  

3.3 Face Recognition Techniques 

i. Computing Eigen Faces 

 

 Step_1: Obtain face images I1, I2,……….IM (Training images). 

 Step-2: Represent every image Ii as Γi . 

 Step-3: Compute average face vector Ψ. 

  

 Step-4: Subtract the mean face. 

       

 Step-5: Compute the covariance matrix C. 
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 Step-6: Compute the eigen vectors ui of AA
T
 

           

  

ii. Representing faces on this basis 

- Each face ϕi (minus the mean) can be represented as a linear combination of the best K eigenvectors 
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- Each normalised face ϕi is represented in the vector: 

 

iii. Recognition of faces 

    

The below image provides a flowchart of the Eigen Faces algorithm 
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Figure 3: Flowchart of the Eigen Faces algorithm 

3.4 Dimensionality Reduction 

Principal Component Analysis (PCA) 

The primary use of PCA in this research is for dimensionality reduction. We treat each image as a flattened 1-

dimensional vector and find the covariance matrix on the matrix of images, where each image is a column 

vector. We then find the top k eigenvectors of this covariance matrix, in order of the magnitude of their 

eigenvalues. These eigenvectors represent the eigenfaces of our training dataset. The images were then 

projected onto these eigenfaces, approximately treating all faces as a linear combination of these eigenvectors. 

This gave a dimensionality reduction when we limited the number of eigenvectors we choose to use to represent 

each image. 

Pre-processing (Mean Centering) 

To properly apply PCA, it was first ensured that image vectors are mean-centered. The summation of all image 

vectors in the training dataset was done and divided by the magnitude of the training dataset to get the average 

image. Every image in the training set is subtracted by this average. This ensures that the training set is centered 

at a mean 0. The images in the test dataset are all subtracted by the same mean image, to ensure the same 

transformations are applied on the test dataset. As a sanity check, the average images are visualized from both 

the training and test sets and it is found out that they are nearly identical. 

4. Experimental Results and Discussion 

4.1 Mean Face 

The average face is obtained by converting all the images in the training dataset into an array. The array of each 

image is then summed up to get the total summation of all the images in the dataset. The final summation of all 
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the arrays is then divided by the total number of images and in our case, we had 60 images for the training 

dataset. The mean array is then plotted using matplot library as shown in figure 4. 

 

Figure 4: Mean Face 

4.2 Mean Centering 

Every image in the training set was subtracted by the mean face. This ensured that the training set is centered at 

a mean 0. The images in the test dataset were all subtracted by the same mean image, to ensure the same 

transformations are applied on the test dataset. 

4.3 Covariance Matrix 

The covariance matrix of the normalized training dataset is computed. The matrix helped us determine how 

similar the variances of the face features are. 

 

Figure 5: Covariance Matrix of Normalised Training data set 
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4.4 Eigenfaces 

The eigenvectors of the covariance matrix of all images were generated in the training set and sorted by 

descending magnitude. The top 8 rendered eigenvectors resemble faces. The next few rows of 9 also vaguely 

have facial characteristics, but by row 4 and beyond, the facial characteristics have severely degraded. 

 

Figure 6: Eigen Faces 

4.5 Testing all the Images 

The testing image data set was normalized by subtracting the mean face from the testing image vector. The 

testing images were then compared with the one in the training dataset to see if the matching can be achieved 

and if yes how many unknown faces matched with the one in the training dataset. The 44 faces from the testing 

dataset were matched with the ones in the training dataset and out of 44 faces, 38 faces matched and the rest did 

not match, which resulted in an accuracy of 86.3636%. The eigenface approach helps in face recognition hence 

making the identification of faces easier and faster even though it does not give 100% accuracy, it can still be 

used to recognize people’s faces since it balances the tradeoff between computational complexity and accuracy 

5. Conclusion 

The rejection rate can be reduced by making the eigenface technique work at a very high accuracy which most 

methods lack. The accuracy of the method was calculated and out of 44 faces tested only 38 matched with the 

training dataset which resulted in an accuracy score of 86.3636%. The face triangle information which is always 

important can be incorporated with the eigenface technique in the future to make the technique more accurate. 

The information theory and linear algebra are the concepts behind the eigenface face recognition technique, this 

makes the method approximate the set of known face images using fewer face features which leads to a 

balanced tradeoff between computational complexity and accuracy. The eigenface approach helps in face 

recognition hence making the identification of faces easier and faster even though it does not give 100% 

accuracy, it can still be used to recognize people’s faces since it balances the tradeoff between computational 
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complexity and accuracy. In future experiments, the method can be compared with other face recognition 

techniques to come to a conclusion on which method can be best used when face recognition problems arise. In 

conclusion, the highest eigenvalues from the eigenfaces can be used to reconstruct faces which in turn helps in 

face recognition. The more the training faces are used with the eigenface approach the more the technique 

becomes accurate. The euclidean distance is obtained by subtracting the test face weight from the train face 

weight. During prediction, the euclidean distance must be less than the threshold for a face to be classified to a 

certain class else the face is classified as an unknown person.  
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