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Abstract 

We explore the concept of automatic detection of affective state of a learner in an e learning environment. We 

propose a model to detect the emotion from learners’ text. We employ machine learning algorithms with ISEAR 

data and twitter data from Kaggle data repository. We follow the conventional steps of natural language 

processing; text preparation, feature extraction and emotion detection and classification. For text preparation we 

use processes of tokenization and segmentation, noise removal and segmentation. We extract features using 

count vectors and term frequency -inverse document frequency. For classification compare varied machine 

leaning algorithms. Results show that Linear SVM using Count Vectors accuracy gave an accuracy of 79% 

which is encouraging. We deduce that we can extract the affective states of the learners automatically from text 

during their interaction with e-learning environment. This will help in understanding the learners needs and help 

in enhancing adaptability 

Keywords: Affective state; e-learning; ISEAR data; Machine Learning. 

1. Introduction  

In e- learning characteristics of the learner are quite important so as to determine the effectiveness of the 

learning process employed [1, 2] cites learner characteristics as major components in designing e-learning 

platforms. Moreover, learning theories places learner characteristics at the center of learning[3].  

------------------------------------------------------------------------ 

* Corresponding author.  

https://ijfscfrtjournal.isrra.org/index.php/Formal_Sciences_Journal/index


International Journal of Formal Sciences: Current and Future Research Trends (IJFSCFRT) (2021) Volume 10, No  1, pp 41-60 

42 

The exploration of learner characteristics and incorporating it into e-learning platform is to enable adaptability 

and enhance nontraditional classroom learning environment[4, 5]In their study on the learner characteristics, 

they looked on multi-dimensionality aspect of learner characteristics and placed the learner characteristics as 

construct of social presence. They found out that learner characteristics have a strong impact on social presence. 

One of the major learning characteristics being studied in relation to e- learning environment is the emotional 

state of the learner as the learner interacts with the learning environment. Reference [6] in reviewing emotion 

aware systems for e- learning emphasizes the importance of learner emotions in e-learning environment and 

notes that there are inadequate researches on the topic and advances for more work on emotion aware e-learning 

platforms. Many studies have modeled emotion extraction techniques [7,8,9,10, 11, 12] all use facial expression 

and user movements to detect emotion of an individual. Reference [13] proposed text based intelligent emotion 

detection using the dominant meaning technique to user’s emotion in any typical environment.  In their 

experiment they used the ISEAR data to classify to create emotion trees then. Reference [14] explored empirical 

machine learning techniques in emotion detection from text. Their focus was on children literature and their 

objectives were to help in rendering the literature. Learning theories; constructivism, behaviorism and 

Cognitivism [15] advocates for adaptively of learning systems. By getting emotional state of learner we will be 

advancing the theories of learning 

2. Related Work 

2.1 Text preparation 

Natural language processing uses text data for computation processes. Use of raw data in scientific computing 

can pose a great challenge if the data to be processed is not well cleaned and presented in format that can be 

processed [16]. There are quite a number of processed that can be used to clean data which are guided by the 

dataset to be used for training and the actual data expected during the real time processing of the text[16]. The 

process of data preparation[17] aims at transforming text into a input parameter of palatable form for effective 

and efficient performance of machine learning algorithms acting on it [18].  

Tokenization and segmentation 

Tokenization also referred to as lexical analysis is a process that splits larger texts into words while 

segmentation is the splitting larger texts into smaller e.g. paragraphs into sentences[19]. Sentence boundary 

detection techniques[20] and application of openNLP software [21] software are  major processing steps that 

have been elevated in tokenization and segmentation of plain text. result. 

Stemming 

A normalization process of producing morphological variants of a root word devoid of its derivational and 

inflectional affixes[22]. The process transforms a word to its base or root form. The end goal of stemming is to 

identify word forms which differ in irrelevant ways and merge them so as to be treated as equivalent. Stemming 

is one of the approaches of achieving conflation which is a process where two distinct words, expressions or 

phrases are treated as semantically equivalent. Quite a number of algorithms have been proposed over time to 



International Journal of Formal Sciences: Current and Future Research Trends (IJFSCFRT) (2021) Volume 10, No  1, pp 41-60 

43 

implement stemming. Some of the algorithms include the Paice/Husk stemmer, Lovins’ stemmer, stemmer 

KSTEM and Martin Porter’s algorithm. All the stemmers, the algorithms that implement stemming, operations 

are subjected to acceptability constraints which ensures that indicated action in algorithm is only taken after 

satisfying specified conditions. 

Tokenization 

and 

Segmentation

NormalizationNoise Removal

 

Figure 2.1: Data Preparation Process 

Normalization 

This involves leveling all the text to same footing to allow uniform processing during computational processes 

[23]. Normalization activities encompasses converting all characters of given word to its lower-case equivalent, 

removing punctuation marks, Lemmatization- The process of reforming a given or specific word to its root or 

lemma[24, 24], Stemming-The processes of removing affixes in a given word, converting numbers to their 

equivalent words amongst others [25, 26]. 

Noise Removal 

Noise removal involves elimination of unnecessary characters in the texts to help in cleaning up such texts e.g. 

removal of extra whitespaces, html tags, special characters amongst others 

Parts of Speech (PoS) Tagging  

Part-of-speech(Pos) tagging is a disambiguation process that involves assignment of parts of speech maker to 

each word in a tokenized sequence of words and a tag set text [27].  The most used approaches for PoS tagging 

are generative approaches like Hidden Markov Models tagging and discriminative approaches like Maximum 

Entropy Markov Models and Neural approaches. In this research we employ Hidden Markov Pos Tagging 
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2.2 Feature Identification and Extraction 

We deploy both the Term frequency- Inverse Document Frequency (TF-IDF) & Count Vectors for extracting 

the affective state features from a given text.  These are chosen because we need numeric data for computational 

purposes 

Term Frequency- Inverse Document Frequency 

Term frequency–inverse document frequency(TF-IDF), is a weighting  numerical statistic method employed in 

information retrieval process and is intended  to reflect the importance of a given specific word from a 

document in a collection or corpus[28]. The use of  TF-IDF which is a feature extraction algorithm, begins with 

calculation of the term frequency (TF) which is the word frequency followed by calculation of IDF which is the 

inverse document Frequency[29] hence Term frequency–inverse document frequency(TF-IDF) The variants 

involved include calculating the how count of term t in a document. According to [30], the more a term/word 

appears is directly proportional to its importance. Term Frequency is expressed as the count of occurrence of 

term 𝑡 occurs in document 𝑑.  The raw count is given by 𝑓𝑡,𝑑, therefore 𝑡𝑓 scheme is given by  𝑡𝑓(𝑡, 𝑑)  =  𝑓𝑡,𝑑 

[31]. 

N-Grams 

We apply the TF-IDF to word n-gram. The n-grams are created to predict the probability of the next word given 

the previous word [32]. This in reference to Markov’s Assumption. [33] explains Markov models as a class of 

probabilistic models, models that mathematical probabilities to express uncertainty and noise associated with it. 

With this assumption we can predict the probability of some future unit without looking too far into the past. We 

do this by generalizing the bigram, looking of one word into the past[34] to the trigram, looking for two words 

into the past and thus to the n-gram which looking n-1 words into the past [35] We compute P(w|h), the 

probability of a word w given some history h. take history h is “I lost so much money that” and we want to know 

the probability that the next word is the: 

𝑃(𝑡ℎ𝑒|𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡).  

In estimating the probability, we get relative frequency counts: take a very large corpus, count the number of 

times I lost so much money that appears, and compute the number of times this is followed by 𝑡ℎ𝑒, giving the 

history ℎ appearance count, the count of times was it followed by word 𝑤”, and represented as below 

𝑃(𝑡ℎ𝑒| 𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡)  =  𝐶(𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒) 𝐶(𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡) 

2.3Affective state detection and Classification 

Reference [36] refers to affective state classification as the classification of emotional state feature of a given 

plain text. A number of classifications algorithms have been put forth to do classification of text emotionality 

and have displayed varied results as put forth in[37,38]. The results are most of the time dependent on text being 
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analyzed the features in that text. The emotional state of text is measured using the emotional state adjectives 

like sad, happy, glad, joy amongst others[39]. These emotional adjectives most of the times are classified in 

three broader categories namely positive, negative and neutral. Reference [40] enlisted  current researches on 

extraction of emotions from text and found out that machine learning algorithms are the best approaches for 

emotion detection. This was also a firmed by[41] who grouped the approaches of emotional text detection into 

the machine learning approach, the rule construction approach and the hybrid approach which combines both 

approaches. The most commonly used machine learning algorithms include neural network and fuzzy logic[42], 

Vector space model[43], Support Vector Machine (SVM) and Long-Short Term Memory (LSTM) [44, 44,45], 

Naïve-Bayes[46,47,48] and Random Forest Classification [49,50] . AI techniques have been used in two ways; 

one is for classifying learners into groups to provide adaptation to those particular groups, two is for diagnosing 

the learner characteristics as learners learn so as to adjust the instruction method.  Fuzzy logic is seen as an 

extension of set theory, Fuzzy logic is usually used to assess learning and knowledge of the learner. It has been 

used in several studies to make adaptation based on learner’s knowledge. Reference [51] used fuzzy logic to 

extract rules from learner data so that they could tell the knowledge needs of learners [52] , use fuzzy logic to 

automatically generate the domain model of the adaptive e-learning systems [53], use a type-2 fuzzy logic in 

order to learn the preferred knowledge delivery method of learners so that the content can be adapted to suit the 

learners knowledge delivery method [54], uses fuzzy logic to identify and update the learner’s knowledge level 

so that they could adapt the kind of advice given to learners based on their knowledge levels. Though fuzzy 

logic has been used in many adaptive systems, its application is limited to assessing, updating learner 

knowledge. Bayesian networks are directed acyclic graphs which are usually used for modelling variables 

probabilistic dependencies[55].  Bayesian networks have been used in adaptive systems in order to provide 

adaptive instruction. For instance [55], uses Bayesian networks to assess the learner knowledge and provide 

instruction as per the learner knowledge [56], uses Bayesian network to classify users based on their navigation 

habits and then suggest content based on the classification [57], uses Bayesian network to provide learning path 

adaptability by first constructing the domain module using a Bayesian network [58], uses Bayesian network to 

provide motivational messages based on the learner logs.  Bayesian networks are only applicable in specific and 

conditional places where the situations can be converted into probabilistic reasoning. Bayesian networks are also 

rule based; they therefore depend on the ability to be able to generate accurate learning rules;  Hidden Markov 

models have been used in adaptive e-learning systems. For instance [59] used the K-means algorithm together 

with the Hidden Markov models to cluster learners into different learning styles and adapt content to suit the 

learner learning style [60], used fuzzy petri nets and hidden markov model to adapt learning content to each 

learner in accordance with the learner’s learning path.  Hidden markov models have the disadvantage of  having 

low accuracy for the low order ones and requiring complex computation for  the high level ones [61].One of the 

major uses of ANN is pattern recognition, this ability of neural networks being able to model human conduct 

makes it suitable to be used in modelling learners. 

3. Methodology 

Our proposed model of auto extraction of affective state from text is divided in four components; the text 

preparation, feature extraction, model training, and classification as shown in figure 3.1.  
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Figure 3.1: Auto Affective state extraction from text 

Dataset 

Our dataset had 40,000 tweets in total, labeled into seven different human emotions. The emotions included 

Anger, Disgust, Fear, Guilt, Joy, Shame and Sadness. We considered two broad sentiments in our experiment 

for affective state extraction; happiness and sadness. These two sentiments constituted 10,000 tweets from the 

entire data sample. 

3.1 Text preparation 

We deploy a number of data preparation processes to bring out some uniformity to the text by making 

everything lowercase, removing punctuation, and stop words (like prepositions).  

Tokenization and segmentation 

We applied word tokenization and to resolve the Out of Vocabulary (OOV) problem we used Byte Pair 

Encoding (BPE) which segments OOV into sub words and then represent the word into these sub-words 

Steps in word tokenization using BPE 

Begin 

Take a corpus: 

Step 1. Add </w> at the end of every word in the corpus 

Step 2 Tokenizing words to characters: 
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Step 3. Assign vocabulary to Initial values: 

Loop One: 

Step 4. Calculate the frequency: 

Step 5. Merge the highest frequency combination: 

Step 6. Save the best combination: 

Repeat steps 4-6 for every Loop.  

loop Two: 

Step4. Calculate frequency: 

Step 5. Merge the highest frequency combination: 

Step 6. Save the best combination: 

end 

Stemming 

To achieve conflation, we use Porter’s algorithm which by design reflects suffixes linguistic structure as defined 

in English words. We examine inflexions of verbs, plurals and words ending with ‘y’, and explore derivational 

endings and finally remove ‘e’ and final’-ll’ singling.  

Stemming Rules 

Rules are of the form   condition (St1 → St2),  

St1 and St2 -> are suffixes, considering a give set of rules, the longest matching suffix St1 applies. 

Conditions in Stemming: 

 𝒎  𝒎𝒆𝒂𝒔𝒖𝒓𝒆 𝒐𝒇 𝒕𝒉𝒆 𝒔𝒕𝒆𝒎 𝒎 =  𝒌 𝒐𝒓 𝒎 >  𝒌, 

 𝒘𝒉𝒆𝒓𝒆 𝒌 𝒊𝒔 𝒂𝒏 𝒊𝒏𝒕𝒆𝒈𝒆𝒓 

 𝟐.∗ 𝒙  𝒕𝒉𝒆 𝒔𝒕𝒆𝒎 𝒆𝒏𝒅𝒔 𝒘𝒊𝒕𝒉 𝒂 𝒈𝒊𝒗𝒆𝒏 𝒍𝒆𝒕𝒕𝒆𝒓 𝒙 

 𝟑.∗ 𝒗 ∗  𝒕𝒉𝒆 𝒔𝒕𝒆𝒎 𝒄𝒐𝒏𝒕𝒂𝒊𝒏𝒔 𝒂 𝒗𝒐𝒘𝒆𝒍 

 𝟒.∗ 𝒅   𝒕𝒉𝒆 𝒔𝒕𝒆𝒎 𝒆𝒏𝒅𝒔 𝒊𝒏 𝒅𝒐𝒖𝒃𝒍𝒆 𝒄𝒐𝒏𝒔𝒐𝒏𝒂𝒏𝒕 

 𝟓.∗ 𝒐   𝒕𝒉𝒆 𝒔𝒕𝒆𝒎 𝒆𝒏𝒅𝒔 𝒘𝒊𝒕𝒉 𝒂 𝒄𝒐𝒏𝒔𝒐𝒏𝒂𝒏𝒕 − 𝒗𝒐𝒘𝒆𝒍 −

𝒄𝒐𝒏𝒔𝒐𝒏𝒂𝒏𝒕 𝒔𝒆𝒒𝒖𝒆𝒏𝒄𝒆, 𝒘𝒉𝒆𝒓𝒆 𝒕𝒉𝒆 𝒇𝒊𝒏𝒂𝒍 𝒄𝒐𝒏𝒔𝒐𝒏𝒂𝒏𝒕 𝒊𝒔 𝒏𝒐𝒕 𝒘, 𝒙 𝒐𝒓 𝒚, (𝒆. 𝒈. , 𝒘𝒊𝒍𝒍, 𝒉𝒐𝒑) 
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Porters Algorithm Steps 

Each step corresponds to a set of rules. The rules in a step are examined in sequence, and only one rule from a 

step can apply 

      {                              

o 𝒔𝒕𝒆𝒑𝟏(𝒘𝒐𝒓𝒅); 

o 𝒔𝒕𝒆𝒑𝟐(𝒔𝒕𝒆𝒎); 

o 𝒊𝒇 (𝒕𝒉𝒆 𝒔𝒆𝒄𝒐𝒏𝒅 𝒐𝒓 𝒕𝒉𝒊𝒓𝒅 𝒓𝒖𝒍𝒆 𝒐𝒇 𝒔𝒕𝒆𝒑 𝟐 𝒘𝒂𝒔 𝒖𝒔𝒆𝒅)                                    

 𝒔𝒕𝒆𝒑𝟐𝟏(𝒔𝒕𝒆𝒎); 

o 𝒔𝒕𝒆𝒑𝟑(𝒔𝒕𝒆𝒎); 

o 𝒔𝒕𝒆𝒑𝟒(𝒔𝒕𝒆𝒎);  

o 𝒔𝒕𝒆𝒑𝟓(𝒔𝒕𝒆𝒎);   

o 𝒔𝒕𝒆𝒑𝟔(𝒔𝒕𝒆𝒎); 

o 𝒔𝒕𝒆𝒑𝟕(𝒔𝒕𝒆𝒎); 

o 𝒔𝒕𝒆𝒑𝟖(𝒔𝒕𝒆𝒎); 

o } 

Normalization 

We convert all characters of given word to its lower-case equivalent, removing punctuation marks,  

o > 𝑡𝑜𝑘𝑒𝑛𝑠 =  [′𝐻𝑜𝑢𝑠𝑒′, ′𝑉𝑖𝑠𝑖𝑡𝑜𝑟′, ′𝐶𝑒𝑛𝑡𝑒𝑟′] 

o > 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑_𝑡𝑜𝑘𝑒𝑛𝑠 =  [𝑥. 𝑙𝑜𝑤𝑒𝑟() 𝑓𝑜𝑟 𝑥 𝑖𝑛 𝑡𝑜𝑘𝑒𝑛𝑠] 

o > 𝑝𝑟𝑖𝑛𝑡(𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑_𝑡𝑜𝑘𝑒𝑛𝑠) 

o > [′ℎ𝑜𝑢𝑠𝑒′, ′𝑣𝑖𝑠𝑖𝑡𝑜𝑟′, ′𝑐𝑒𝑛𝑡𝑒𝑟′] 

 

Figure 3.2: Normalization process 

Noise Removal 
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we of extra whitespaces, html tags, special characters amongst others 

𝐸𝑥𝑎𝑚𝑝𝑙𝑒 1 

𝑡𝑒𝑥𝑡 =  " < 𝑝 >     𝑇ℎ𝑖𝑠 𝑖𝑠 𝑎 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ </𝑝 > "  

𝑟𝑒𝑠𝑢𝑙𝑡 =  𝑟𝑒. 𝑠𝑢𝑏(𝑟′ <. ? 𝑝 > ′, ′′, 𝑡𝑒𝑥𝑡) 

𝑝𝑟𝑖𝑛𝑡(𝑟𝑒𝑠𝑢𝑙𝑡)  

#    𝑇ℎ𝑖𝑠 𝑖𝑠 𝑎 𝑝𝑎𝑟𝑎𝑔𝑟𝑎𝑝ℎ 

Parts of Speech Tagging (POS Tagging) 

We employ generative approach, Hidden Markov Models tagging and discriminative approach, Maximum 

Entropy Markov Models and Neural approaches. 

3.2 Feature Extraction 

We deploy both the Term frequency- Inverse Document Frequency (TF-IDF) & Count Vectors for extracting 

the affective state features from a given text.  These are chosen because we need numeric data for computational 

purposes 

Term Frequency- Inverse Document Frequency 

The term frequency scheme is given by 𝑡𝑓(𝑡, 𝑑)  =  𝑓𝑡,𝑑  

We perform normalization to get 𝑡𝑓  : 

𝑡𝑓𝑡,𝑑 =
𝑓𝑡,𝑑

∑ 𝑓𝑡′,𝑑𝑡′∈𝑑

      (1) 

Where 𝑓𝑡,𝑑 is the count occurrences of term t in a given document d, and 𝑓𝑡′,𝑑  is the count of occurrences of 

every term in document 𝑑. 

To get the Inverse Frequency Document (IDF),  

𝑖𝑑𝑓(𝑡, 𝐷) = 𝑙𝑜𝑔
𝑁

|{𝑑∈𝐷}:𝑡∈𝐷|
   (2) 

where 

𝑁: count of documents in corpus 𝑁 = |𝐷| 

 |(𝑑 ∈ 𝐷: 𝑡 ∈ 𝐷)|: count of occurrences of documents where the term t appears (i.e.𝑡𝑓(𝑡, 𝑑) ≠ 0).  
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N-Grams 

We apply the TF-IDF to word n-gram. By generalizing the bigram, we compute 𝑝𝑟(𝑖|𝑗), probability of a word 𝑖 

given some history 𝑗. take history 𝑗 is “I lost so much money that” and compute the probability pr that the next 

word is the: 

𝑝𝑟(𝑡ℎ𝑒|𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡).  

In estimating the probability 𝑝𝑟, we get counts of relative frequency 𝑟𝑓: take a very large corpus, count the 

number of times I lost so much money that appears, and count the number of times this is followed by the. This 

gives, out of the times the history 𝑖 appeared, how many times was it followed by the word 𝑗”, and represented 

as below 

𝑝𝑟(𝑡ℎ𝑒| 𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡)  

=  𝐶(𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡 𝑡ℎ𝑒) 𝐶(𝐼 𝑙𝑜𝑠𝑡 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡) 

For joint probability of an entire sequence of words like so much money was lost, we find  “out of all possible 

sequences of five words, how many of them are so much money was lost?” by getting the count of so much 

money was lost and divide by the sum of the counts of all possible five word sequences.  To get this we employ 

the use of chain rule. We formalize the notation equation[62]. The probability 𝑝𝑟 of random variable 𝑥𝑖 taking 

the value “the”, or 𝑝𝑟(𝑥𝑖 =  “𝑡ℎ𝑒”),  𝑝𝑟(𝑡ℎ𝑒). Taking Sequence of N words  ( 𝑖1, 𝑖2, . . . , 𝑖𝑛−1). For the joint 

probability 𝑝𝑟(𝑥 = i1, 𝑌 = i2, 𝑍 = i3, . . . , 𝑖 = in) we  use𝑝𝑟(𝑖1, 𝑖2, . . . , 𝑖𝑛). 

Therefore, the complete probability is given by 𝑝𝑟(𝑖1, 𝑖2, . . . , 𝑖𝑛)?  

Using chain rule to decompose we get 

𝑝𝑟(𝑥1 … 𝑥𝑛) = 𝑝𝑟(𝑥1)𝑝𝑟(𝑥2|𝑥1)𝑝𝑟(𝑥3|𝑥1
2) … 𝑝𝑟(𝑥𝑛|𝑥1

𝑛−1) 

 1

1

1

|
n

k

k

k

pr x x 



       (3) 

𝑝𝑟(𝑖1
𝑛) = 𝑝𝑟(𝑖1)𝑝𝑟(𝑖2|𝑖1)𝑝𝑟(𝑖3|𝑖1

2) … 𝑝𝑟(𝑖𝑛|𝑖1
𝑛−1)  

 1

1

1

|
n

k

k

k

pr i i 



       (4) 

Given a corpus of previous words, we use the chain rule to compute the joint probability of a specific identified 

word and its conditional probability in relation to the corpus In equation 4, we compute the product of 

conditional probabilities to estimate the joint probability of the entire sequence. This however has limitations 

brought about by the creativity of language making it difficult for a particular context to occur. We have no way 
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of computing the exact probability of a given word from a long sequence of proceeding words,𝑝𝑟(𝑖𝑛|𝑖1
𝑛−1)  and 

we can use estimation and indicated above. The limitation above is cured by the use of n-gram model theory. 

Using the n-gram model we approximate the history by use of a few last words in the word 

sequence, 𝑝𝑟(𝑥1 … 𝑥𝑛).  

In bigram model, it gets the approximated probability 𝑝𝑟  of a given word provided all the previous words 

𝑝𝑟(𝑖𝑛|𝑖1
𝑛−1)  by using only the conditional probability of the preceding word 𝑝𝑟(𝑖𝑛|𝑖𝑛−1). 

i.e we don’t calculate the probability  

𝑝𝑟(𝑡ℎ𝑒| 𝐼 𝑙𝑜𝑠𝑡 𝑚𝑦 𝑠𝑜 𝑚𝑢𝑐ℎ 𝑜𝑓 𝑚𝑦 𝑚𝑜𝑡ℎ𝑒𝑟’𝑠 𝑚𝑜𝑛𝑒𝑦 𝑡ℎ𝑎𝑡) 

instead we   approximate it with the probability 

𝑝𝑟(𝑡ℎ𝑒|𝑡ℎ𝑎𝑡) 

In use of bigram, we therefore make the following approximation in calculating the conditional probability of 

the next word; 

𝑝𝑟(𝑖𝑛|𝑖1
𝑛−1) ≈ 𝑝𝑟(𝑖𝑛|𝑖𝑛−1)     (5) 

We can now get the general n-gram approximation equation as 

𝑝𝑟(𝑖𝑛|𝑖1
𝑛−1) ≈ 𝑝𝑟(𝑖𝑛|𝑖𝑛−𝑁+1

𝑛−1 )     (6) 

Substitute 5 into equation 4 for the probability of complete word sequence 

   1 1

1

|
n

n

k k

k

pr i pr i i 



      (7) 

To estimate n-gram probabilities, we employ maximum Likelihood Estimation by getting Counts  𝐶  from a 

corpus and Normalizing C to lie between 0 and 1 

𝑝𝑟(𝑖𝑛|𝑖𝑛−1) =
𝐶(𝑖𝑛−1𝑖𝑛)

𝐶(𝑖𝑛−1)
      (8) 

We Explored both TF-IDF & Count Vectors (This is for numeric data for the math!). Split the data into training 

and testing parts before performing feature extraction in the ration of 90:10.  

3.3 Affective detection and classification 

We used varied algorithms to train the models. These include Multinomial Naive Bayes Classifier, Linear SVM 

Classifier, Logistic Regression Classifier and Naive Bayes Classifier. 
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4. Experiment and results 

Table 4.1:  Data Preprocessing /Preparation sample 

Lower case text = “Data processing begins with preprocessing of data. An example is converting data into 

lower case” 

output: data processing begins with preprocessing of data. an example is converting data into 

lower case 

Tokenization 

 

 

Removal of stop 

words 

Output: ['Data', ‘Processing’, ‘begins’, ‘with’, ‘preprocessing’, 'of', 'data', '.', 'An', 

'Example', 'is', 'converting', 'is', 'converting', 'data',’into’, ’lower’, ’case’] 

 

output: ['data', 'preparation', 'process', '.', 'making', 'texts', 'ready', 'machine', 'learning', 

'algorithms', 'processing'] 

 

Lemmatization output: ['data', 'preparation', 'process', '.', 'making', 'text', 'ready', 'machine', 'learning', 

'algorithm', 'processing'] 

 

Stemming- 

Taking the word 

to its root- Use of 

snowball stemmer 

algorithm 

output: ['data', 'prepar', 'process', '.', 'make', 'text', 'readi', 'machin', 'learn', 'algorithm', 

'process'] 

 

output: [('process', 2), ('data', 1), ('prepar', 1), ('.', 1), ('make', 1)] 

 

POS TAG Deduce 

part of speech of 

words, eg. Nouns, 

verbs etc 

 

output: [('data', 'NNS'), ('prepar', 'NN'), ('process', 'NN'), ('.', '.'), ('make', 'VB'), ('text', 

'JJ'), ('readi', 'NN'), ('machin', 'NN'), ('learn', 'VBP'), ('algorithm', 'NN'), ('process', 'NN')] 

 

 

Results 

The Characteristics of ISEAR Dataset used for both training and Validation The ISEAR dataset has 

approximately 7600 statements from college students representing seven emotional states: Anger, Disgust, Fear, 

Sadness, Shame, Joy and guilt. 
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Table 4.2:   ISEAR Data Description 

Affective State (Emotion) Count 

Anger 1096 

Disgust 1096 

Fear 1095 

Guilt  1093 

Joy  1094 

Sadness 1096 

Shame 1096 

Table 4.3: ISEAR Data Description 

 

Table 4.4: ISEAR Data Description 

 

For models using the TF-IDF features- 

Table 4.5: Classification with TF-IDF feature extraction 

Classifier Accuracy of Classification 

Naive bayes- TF-IDF 0.529 

SVM- TF-IDF 0.544 

Random Forest- TF-IDF 0.539 
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From the results on table 4.5, Support Vector Machine emerges top with accuracy of 54.4 %. This is hardly a 

meaningful classification as it is just an average classification result. The error margin here is large such that we 

can deduce that the classification is unreliable. Further comparative analysis revealed that this might be because 

of the complexity and the nature of the textual, and presentation format of the dataset in use. The Fact that the 

algorithms used, Naïve Bayes, SVM and Random Forest are machine learning algorithms, the results could also 

be poor because of the sentences complexity in a given text.  

For models using count vectors features- 

Table 4.6: Classification with Count Vectors feature extraction 

Classifier Accuracy of Classification 

Multinomial Naive Bayes - Count vectors 0.776 

Linear SVM using Count Vectors accuracy  0.793 

Logistic Regression- Count Vectors  0.785 

Random Forest -Count Vectors 0.752 

Use of Count Vectors for features extraction and Linear Support Vector Machine for classification yields 79.3% 

of accuracy as indicated in Table 4.6. This is an impressive improved which is safe enough to qualify as valid 

sentimental analysis result. This result however could be argued from the point of the nature and specificity of 

the data set used and a factor of dependency of emotional text being dependent on the presence of categorically 

significant adjectives within the corpus. The result could also change depending on the linguistic structure and 

the complexity of sentence in a given text. 

5. Limitations of research 

All the classifiers used in this research; Naïve Bayes, Logistic regression, Support Vector Machine and Random 

forest are algorithms based on machine learning and their accuracy largely depends on the training dataset. 

Determination of the training dataset is therefore paramount but was not explored in this research. Neither was 

the determination of amplification factor as in case of Naïve Bayes explored. These are topics for future 

research areas. The issue of complex sentences in a given text was also not fully addressed, yet it is important in 

determination of quality. ISEAR data set is based of research within the European region students. In plain texts, 

the sentence structures and body composition may differ linguistically based on continents and this needs to be 

factored in future research 

6. Conclusion 

In this paper we advocate for strong consideration of emotional aspects of learners by providers of e-learning 

platform. We provide a model of extracting the affective states of the learners automatically from the text they 

write when interacting with the e-learning platform then weigh it against the Korts Spiral learning model and 

though this the optimality of learning can be realized 
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